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In 24 hours, Twitter corrupt a Microsoft AI chatbot, Tay. It was an experiment in "conversational understanding." The more you chat with Tay the smarter it gets.  
But, even if Tay has been built to use relevant and filtered public data, when it was on line the filtering went out.  
People have started tweeting to the bot with all sorts of misogynistic, racist, and Donald Trumpist remarks.  
And Tay’ answers have turned into a joke with an incoherent ideology. For example, Tay referred to feminism as a "cult" and a "cancer"; said that "gender equality = feminism" and "i love feminism now."  
The AI chatbot Tay, which is a machine learning project designed for human engagement, raise a serious question: how building AI without incorporating the worst traits of humanity.